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Fig.2 RELATED ART
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Fig. 5A
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Fig. 6
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Fig. 8
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Fig. 9
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1
I/O BUS SYSTEM

This patent application is the National Phase of PCT/
JP2009/068789, filed Nov. 4, 2009, which claims a priority on
convention based on Japanese Patent Application No. 2008-
290692 filed on Nov. 13, 2008, and the disclosure thereof is
incorporated herein by reference.

TECHNICAL FIELD

The present invention relates to an /O bus and more spe-
cifically to an 1/O bus system, an I/O bus system control
method, and a recording medium in which an I/O bus system
control program is recorded.

BACKGROUND ART

Many of currently widespread information processing
apparatuses are provided with an I/O bus (for example, PCI
bus). With increase in speed of data processing in the I/O bus
and increase in an amount of data to be handled, a technique
of'new /O bus standards is proposed in place of conventional
1/0 bus standards. For example, as in JP 2007-219873A, a
technique of an 1/O bus system is known which is designed
according to the new /O bus standards.

FIG. 1 is a block diagram showing a configuration of the
1/0 bus system described in JP 2007-219873A. This /O bus
system includes hosts 101, a PCI express switch 105, and I/Os
103.

The host 101 includes a CPU 111, a memory 113, and a
route complex 112. The route complex 112 connects the CPU
111, the memory 113, and the PCI express switch 105. A use
right of the I/O 103 is assigned to any one of the hosts 101.
The assignment of the I/0 103 to the host 101 can be changed.

The PCI express switch 105 includes upstream PCI
express-network bridges 121, a network switch 122, down-
stream PCI express-network bridges 125, and a system man-
ager 151. The upstream PCI express-network bridges 121
bridge between a PCI express bus and a network on the side of
the host 101. The network switch 122 transfers network pack-
ets. The downstream PCI express-network bridges 125 bridge
between the network and the PCI express bus on the side of
1/0 103. The system manager 151 controls connection
between the upstream PCI express-network bridge 121 and
the downstream PCI express-network bridge 125, and sets
assignment of the 1/0 103 to the host 101.

The upstream PCI express-network bridges 121 are con-
nected to a plurality of downstream PCI express-network
bridges 125. The upstream PCI express-network bridge 121
receives [/O packets destined to the /O 103 from the route
complex 112, and encapsulates the received 1/O packet to a
network packet and transfers it to the network switch 122. At
this time, the upstream PCI express-network bridge 121
writes as a destination of the encapsulated packet, a network
address of the downstream PCI express-network bridge 125
connected to the /O 103 as a destination of the /O packet
before encapsulation.

Moreover, the upstream PCI express-network bridge 121
receives a network packet obtained by encapsulating an I/O
packet destined to the host 101 from the network switch 122.
The upstream PCI express-network bridge 121 performs
decapsulation of the received network packet and transmits
the obtained packet to the route complex 112.

The downstream PCI express-network bridge 125 is con-
nected to one of the upstream PCI express-network bridges
121. The downstream PCI express-network bridge 125
receives from the I/O 103, an [/O packet destined to the host
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101 corresponding to the upstream PCI express-network
bridge 121 connected to this downstream PCI express-net-
work bridge 125, encapsulates the received I/O packet to a
network packet, writes in a destination of the encapsulated
packet, a network address of the upstream PCI express-net-
work bridge 121 connected with the host 101 to which the I/O
packet is destined, and transfers it to the network switch 122.
Moreover, the downstream PCI express-network bridge 125
receives a network packet obtained by encapsulating an I/O
packet destined to the I/O 103 from the network switch 122,
decapsulates the network packet to obtain the /O packet, and
transmits the 1/O packet to the [/O 103.

FIG. 2 is a diagram showing an address space 115-1 of the
host 101-1. A case that all the I/O 103-1 to 1/O 103-M are
assigned to the host 101-1 will be described. The address
space 115 of the host 101 includes an ID number space 1151
as a space for ID numbers including a group of three numbers
(a bus number, a device number, and a function number); and
aphysical memory space 1152. The addresses of the [/Os 103
used by the host 101 are mapped into the ID number space
1151 and the physical memory space 1152. Here, the 1/O
103-1 to /O 103-M are respectively mapped into maps
1511-1 to 1511-M for the I/O 103-1 to /O 103-M in the ID
number space 1151-1 and maps 1521-1 to 1521-M for the I/O
103-1 to 1/0 103-M in the physical memory space 1152-1.

The conventional 1/0 bus system having such a configura-
tion operates as follows. The system manager 151 transmits a
control packet to the downstream PCI express-network
bridge 125 to control to which of the upstream PCI express-
network bridges 121 the downstream PCI express-network
bridge 125 is connected. The 1/0 103 is assigned to the host
101 connected to the upstream PCI express-network bridge
121 connected to the downstream PCI express-network
bridge 125.

The upstream PCI express-network bridge 121 and the
downstream PCI express-network bridge 125 encapsulate the
1/O packet transmitted and received between the host 101 and
the I/O 103 assigned to the host 101 into the network packet,
and tunnels between the upstream PCI express-network
bridge 121 and the downstream PCI express-network bridge
125.

The host 101 recognizes that the upstream PCI express-
network bridge 121 is an upstream PCI-PCI bridge inside a
standard-based PCI express switch and that the downstream
PCI express-network bridge 125 is a downstream PCI-PCI
bridge inside the PCI express switch, thereby recognizing that
a region between the upstream PCI express-network bridge
25 and the downstream PCI express-network bridge 21 is
under the standard-based PCI express switch. Thus, without
requiring special software for the host 101, the conventional
1/0O bus system can freely change the assignment of the /O
103 to the host 101.

CITATION LIST

[Patent Literature 1]: JP 2007-219873A

SUMMARY OF THE INVENTION

A related 1/O bus is designed under assumption that a
downstream PCI express-network bridge is connected to one
upstream PCI express-network bridge to perform I/O packet
tunneling. Moreover, its design is based on assumption that an
1/O resource is occupied by one host. Thus, the I/O resource
cannot be simultaneously shared by two or more hosts in
some cases.
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Furthermore, the related I/O bus system may not perform
the I/O packet tunneling with the downstream PCI express-
network bridge simultaneously connected to two or more
upstream PCI express-network bridges.

It is an object of the present invention to provide an I/O bus
system in which an /O resource can be simultaneously
shared by two or more hosts.

An1/Obus system is constructed which includes a plurality
of upstream PCI express-network bridges respectively con-
nected to a plurality of hosts; a single downstream PCI
express-network bridge connected to an I/O resource; and a
connection, bridge arranged between the upstream PCI
express-network bridges and the downstream PCI express-
network bridge and swapping a network address written in a
network packet transferred between the plurality ofhosts and
the I/O resource.

Briefly speaking, an effect provided by a representative
invention of the inventions disclosed in this application is that
an I/O bus system in which an I/O resource can be simulta-
neously shared by two or more hosts can be formed.

Moreover, the present invention can form an I/O bus sys-
tem capable of performing I/O packet tunneling with the
downstream PCI express-network bridge simultaneously
connected to the two or more upstream PCI express-network
bridges.

In other words, the effect of the present invention is that the
1/O resource can be simultaneously shared by the two or more
hosts. The reason of'this is as follows. The single downstream
PCl express-network bridge and the plurality of upstream PCI
express-network bridges are made connectable to each other
by swapping the address written in a header of the network
packet obtained by encapsulating the /O packet. Also, the /O
resource is previously configured, the configured /O
resource is mapped into an address space of each host in units
of functions, and header data written in the I/O packet encap-
sulated into the network packet is swapped by using data,
whereby the functions held by the single I/O resource are
respectively assigned to the desired hosts.

Moreover, the effect of the present invention is that the [/O
packet tunneling can be performed with the downstream PCI
express-network bridge simultaneously connected to the two
or more upstream PCI express-network bridges.

BRIEF DESCRIPTION OF THE DRAWINGS

The object, effects, and features of the present invention
will be more clarified by a description of embodiments in
relation to the accompanying drawings.

FIG. 1 is a block diagram showing a configuration of a
related 1/0 bus system;

FIG. 2 is a diagram showing an address space of a host;

FIG. 3 is a block diagram illustrating a configuration of an
1/O bus system according to a first embodiment of the present
invention;

FIG. 4 is a diagram showing a relation between address
spaces of hosts 1 and an I/O resource;

FIG. 5A is a block diagram illustrating a configuration of a
target host search table;

FIG. 5B is a block diagram illustrating a configuration of a
host mapping table;

FIG. 6 is a diagram illustrating an operation performed
upon configuration of a downstream PCI express-network
bridge and the I/O resource;

FIG. 7 is a diagram illustrating an operation performed
when the host 1 transmits an I/O packet other than a configu-
ration packet to the I/O resource;
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4

FIG. 8 is a diagram illustrating an operation performed
when the I/O packet is transmitted from the I/O resource to
the host; and

FIG. 9 is a block diagram showing a configuration of an I/O
bus system according to a second embodiment of the present
invention.

DESCRIPTION OF EXEMPLARY
EMBODIMENTS

Hereinafter, the embodiments of the present invention will
be described with reference to the attached drawings. It
should be noted that same members are assigned with the
same numerals, and thus the description thereof will be omit-
ted. Moreover, in the embodiments described below, for
example, branch numbers such as “-1” and “-~2” are added
after the reference numerals, when a plurality of elements
provided with the same configuration should be identified.

Next, a first embodiment of the present invention will be
described in detail with reference to the drawings. FIG. 3 is a
block diagram illustrating a configuration of an I/O bus sys-
tem 10 according to a first embodiment of the present inven-
tion. The I/O bus system 10 according to the first embodiment
of the present invention includes a plurality of hosts 1; a PCI
express switch 2; and an 1/O resource 3. Each of the plurality
of hosts 1 includes a CPU 11, a route complex 12, and a
memory 13.

Referring to FIG. 3, the 1/O resource 3 includes a plurality
of functions 31 (first fanction 31-1 to the N function 31-N),
which are simultaneously shared by the hosts 1. The I/O
resource 3 provides the functions 31 individually to the plu-
rality of hosts 1 to realize the simultaneous sharing of the I/O
resource 3 by the plurality of hosts 1. In the present embodi-
ment, the first function 31-1 to the N? function 31-N are
respectively assigned to the first host 1-1 to the N* host 1-N,
respectively. Here, as examples of the /O resource 3 holding
the plurality of functions 31, a multi-function I/O and an I/O
corresponding to software-based virtualization in the single
host, i.e., I/O corresponding to I/O virtualization.

The PCI express switch 2 includes: upstream PCI express-
network bridges 21 connected to the hosts 1, a network switch
22, asystem manager 23, a multi-route connection bridge 24,
and a downstream PCI express-network bridge 25. The multi-
route connection bridge 24 permits the I/O resource 3 to be
simultaneously shared among the plurality of hosts 1 by con-
necting the downstream PCI express-network bridge 25 to the
upstream PCI express-network bridges 21.

One specific upstream PCI express-network bridge 21
operates under assumption that there is no upstream PCI
express-network bridges 21 and that the specific upstream
PCI express-network bridge 21 is connected to the down-
stream PCI express-network bridge 25. For example, the
upstream PCI express-network bridge 21-1 independently
operates without depending on behaviors of the second
upstream PCI express-network bridge 21-2 to the N“
upstream PCI express-network bridge 21-N.

The downstream PCI express-network bridge 25 can be
only connected to one of the upstream PCI express-network
bridges 21 in design. Thus, the downstream PCI express-
network bridge 25 in the present embodiment is connected
with the multi-route connection bridge 24 in place of connec-
tion with the upstream PCI express-network bridges 21.

The system manager 23 transmits a control packet to the
multi-route connection bridge 24, controls the plurality of
upstream PCI express-network bridges 21 connected to the
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downstream PCI express-network bridge 25, and specifies the
hosts 1 to which the respective functions 31 of the I/O
resource 3 are assigned.

The multi-route connection bridge 24 includes: a packet
transferring section 241, an I/O configuring section 242, an
1/0O data storage section 243, downstream PCI express-net-
work bridge quasi-registers 244, and 1/O function quasi-reg-
isters 245.

The packet transferring section 241 swaps a network
packet header of a network packet obtained by encapsulating
an 1/O packet and an I/O packet header and then transfers
them. The I/O configuring section 242 configures the I/O
resource 3.

The I/O data storage section 243 holds data required upon
swapping data described in the packet by the packet transfer-
ring section 241. The downstream PCI express-network
bridge quasi-register 244 provides a quasi-register capability
of the downstream PCI express-network bridge 25. The /O
function quasi-registers 245 provide quasi-register capabili-
ties of the respective functions 31.

The multi-route connection bridge 24 in the present
embodiment includes a plurality of downstream PCI express-
network bridge quasi-registers 244 (first downstream PCI
express-network bridge quasi-register 244-1 to N** down-
stream PCI express-network bridge quasi-register 244-N).
Moreover, the multi-route connection bridge 24 includes a
plurality of /O function quasi-registers 245 (first [/O function
quasi-register 245-1 to N /O function quasi-register 245-
N).

The first downstream PCI express-network bridge quasi-
register 244-1 to the N downstream PCI express-network
bridge quasi-register 244-N and the first [/O function quasi-
register 245-1 to the N” I/O function quasi-register 245-N
accept accesses from the first host 1-1 to the N* host 1-N,
respectively.

The /O configuring section 242 configures the down-
stream PCI express-network bridge 25 and the [/O resource 3
before the 1/O resource 3 is used by the hosts 1. The I/O
configuring section 242 transmits a configuration packet
encapsulated into the network packet to the downstream PCI
express-network bridge 25 and the I/O resource 3, to config-
ure the downstream PCI express-network bridge 25 and the
1/0O resource 3. A destination of the network packet at this
time is set as the downstream PCI express-network bridge 25.
Moreover, the I/O configuring section 242 records the con-
figuration data of the downstream PCI express-network
bridge 25 and the /O resource 3 in the /O data storage section
243.

FIG. 4 is a diagram showing relationship between address
spaces of the hosts 1 and the I/O resource 3. An I/O resource
address space 32 of the I/O resource 3 includes an ID number
space 321 and a physical memory space 322. The ID number
space 321 is a space for ID numbers including a group of “a
bus number, a device number, and a function number”.

Returning to FIG. 3, the I/O configuring section 242 con-
figures the I/O resource address space 32 of the /O resource
3. In the ID number space 321, host maps 3211 of the hosts 1
to be assigned to the hosts 1 later are configured, and in the
physical memory space 322, host maps 3221 ofthe hosts 1 are
configured. The host map 3211-1 to the host map 3211-N of
the hosts 1 and the host map 3221-1 to the host map 3221-N
of the hosts 1 correspond to the first function 31-1 to the N
function 31-N of the 1/O resource 3.

The I/O configuring section 242 receives the configuration
packet transmitted to the downstream PCI express-network
bridge 25 and the I/O resource 3 by the host 1 from the packet
transferring section 241, and if the configuration packet is
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write, stores it into the downstream PCI express network
bridge quasi-register 244 for the configuration of the down-
stream PCI express-network bridge 25 and stores it into the
1/O function quasi-register 245 for the configuration of the
1/O resource 3. If the configuration packet is read, the I/O
configuring section 242 reads data required by the packet
from a relevant address number of the downstream PCI
express-network bridge quasi-register 244 or the I/O function
quasi-register 245, and replies it to the host 1 through the
packet transferring section 241.

The 1/0 data storage section 243 holds the configuration
data on the configuration of the downstream PCI express-
network bridge 25 and the I/O resource 3 and data written into
the downstream PCI express-network bridge quasi-register
244 and the I/O function quasi-register 245 by the host 1, and
in the network packet obtained by encapsulating the 1/O
packet, provides data necessary for swapping data written in
the headers of the network packet and the I/O packet by the
packet transferring section 241. The 1/O data storage section
243 holds a target host search table 2431 and a host mapping
table 2432.

Hereinafter, the target host search table 2431 will be
described. FIG. 5A is a block diagram illustrating configura-
tion of the target host search table 2431. The target host search
table 2431 associates the respective functions 31 of the I/O
resource 3 with the hosts 1 to which the respective functions
31 are assigned and network addresses (HA) of the upstream
PCI express-network bridges 21 connected to these hosts 1.
The first function 31-1 to the N function 31-N correspond to
function numbers F; to Fp,.

Hereinafter, the host mapping table 2432 will be described.
FIG. 5B is a block diagram illustrating configuration of the
host mapping table 2432. The host mapping table 2432 is
prepared individually for each host 1, and associates an 1D
number provided by the host 1 to its own route complex 12, an
ID number provided from the host 1 to the assigned function
31 ofthe I/O resource 3, memory space lower and upper limits
with values obtained by the configuration performed on the
1/O resource 3 by the I/O configuring section 242. The host
mapping table 2432 denotes a bus number, a device number,
and a function number as the ID number by B, D, and F,
respectively. FIG. 5B shows mapping relation between a
host-side address space 14 of the host 1 held by the host
mapping table 2432 and the I/O resource address space 32 of
the I/O resource 3. In the I/O resource address space 32 of the
1/O resource 3, the ID number space 321 and the physical
memory space 322 are mapped on an ID number space 141
and a physical memory space 142 of the host-side address
space 14 of the host 1.

Returning to FIG. 3, the downstream PCI express network
bridge quasi-registers 244 hold for the every host 1, data
provided from the host 1 to the downstream PCI express-
network bridge 25 when the configuration is write.

The /O function quasi-register 245 holds the configuration
data provided from the host 1 to the function 31 of the /O
resource 3. Moreover, upon the configuration of the function
31, the host 1 questions about a capacity of the memory space
assigned to the function 31, and the I/O function quasi-regis-
ter 245 provides this data. This data is reflected on the I/O
function quasi-register 245 although the acquired data related
to the I/O resource 3 is stored into the I/O data storage section
243, when the I/O resource 3 is configured by the I/O config-
uring section 242.

The packet transferring section 241 receives from the net-
work switch 22, the network packet obtained by encapsulat-
ing the I/O packet other than the configuration packet issued
to the I/O resource 3 by the host 1, and swaps a transmission
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source address of the network packet indicating the host 1 to
a network address of the multi-route connection bridge 24.
Moreover, the packet transferring section 241 searches the
host mapping table 2432 corresponding to the host 1 as a
transmission source, and swaps a transmission source address
of'the I/0 packet from the ID number of the route complex 12
in the host-side address space 14 of the host 1 to the ID
number of the route complex 12 in the I/O resource address
space 32 of the /O resource 3.

Moreover, when a destination address of the /O packet is
expressed by the ID number, the packet transferring section
241 swaps the destination addresses of the I/O packet from
the ID number of the function 31 in the host-side address
space 14 of the host 1 to the ID number of the function 31 in
the /O resource address space 32 ofthe /O resource 3. On the
other hand, when the destination address of the I/O packet is
expressed by the memory space, the packet transferring sec-
tion 241 swaps the destination address of the 1/O packet to
(destination memory-Mem lower limit IxR+Mem lower
limit IxI). Symbol x here is a value for the host 1 which is
expressed in any of 1-N and which has transmitted the 1/O
packet.

The packet transferring section 241 also receives from the
network switch 22, a network packet obtained by encapsulat-
ing the configuration packet transmitted to the downstream
PCI express-network bridge 25 and the /O resource 3 by the
host 1, decapsulates the received packet to obtain the configu-
ration packet, and passes it to the /O configuring section 242.
The packet transferring section 241 also receives a network
packet obtained by encapsulating the 1/O packet transmitted
to the host 1 by the 1/O resource 3, and swaps a destination
address ofthe network packet from the network address of the
multi-route connection bridge 241 to the network address of
the upstream PCI express-network bridge 21 connected to the
host 1 assigned with the function 31 as a transmission source.
The search for the network address of the upstream PCI
express-network bridge 21 is performed by using the target
host search table 2431 held by the /O data storage section
243, by using the function 31 as the transmission source
described in the I/O packet as a key.

Moreover, the packet transferring section 241 swaps the
destination address and the transmission source address of the
encapsulated 1/O packet, with reference to the host mapping
table 2432 corresponding to the host 1 as a destination. The
correspondence of the addresses for swapping is opposite to
that for swapping performed when the host 1 transmits the I/O
packet to the 1/O resource 3, and the swapping is performed
from the 1/O resource address space 32 of the I/O resource 3
to the host-side address space 14 of the host 1. The packet
transferring section 241 also receives from the /O configur-
ing section 242, a response of the configuration packet trans-
mitted to the downstream PCI express network bridge quasi-
register 244 and the I/O function quasi-register 245 by the
host 1, encapsulates the response packet by using the network
address of the upstream PCI express-network bridge 21 con-
nected to the host 1 to which the response packet is destined,
and then transmits the encapsulated packet to the host 1. The
packet transferring section 241 also receives a broadcast con-
trol packet transmitted by the downstream PCI express-net-
work bridge 25, copies the broadcast control packet the num-
ber of times corresponding to the number of hosts 1, and
transmits them to the respective hosts. At this time, the broad-
cast control packet transmitted by the downstream PCI
express-network bridge 25 includes written data of the multi-
route connection bridge 24 as a destination of the connection
of the downstream PCI express-network bridge 25, but the
packet transferring section 241 rewrites this connection des-
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tination data with the upstream PCI express-network bridges
respectively connected to the hosts 1 and then transmits the
copies of the broadcast control packet.

Hereinafter, an operation of the first embodiment of the
present invention will be described. FIG. 6 is a diagram illus-
trating operation performed upon the configuration of the
downstream PCI express-network bridge 25 and the 1/O
resource 3.

Before the I/O resource 3 is used by the host 1, the I/O
configuring section 242 issues a configuration packet and
configures the downstream PCI express-network bridge 25
and the 1/O resource 3 (step S401). The packet transferring
section 241 encapsulates the configuration packet transferred
from the I/O configuring section 242 to a network packet, and
through tunneling with the downstream PCI express-network
bridge 25, transmits the configuration packet to the down-
stream PCI express-network bridge 25 and the [/O resource 3.
The I/O configuring section 242 stores the configuration data
given to the I/O resource 3 into the host mapping table 2432
held by the I/O data storage section 243 (step S402). The
capacity of the memory space required by each function 31 of
the /O resource 3 is reflected on the I/O function quasi-
register 245 although the capacity is stored in the /O data
storage section 243 (step S403).

Next, the system manager 23 issues the control packet to
the multi-route connection bridge 24 and assigns the first
function 31-1 to the N? function 31-N of the I/O resource 3 to
the first host 1-1 to the N” host 1-N, respectively (step S404).
Through this assignment, entry concerning the host of the
target host search table 2431 held by the /O data storage
section 243 is written.

Next, the hosts 1 start respective configuration cycles (step
S405). The I/O configuring section 242 processes as an access
to the downstream PCI express network bridge quasi-register
244 assigned to the host 1, the configuration packet issued to
the downstream PCI express-network bridge 25 by the host 1,
and processes as an access to the [/O function quasi-register
245 corresponding to the function 31, the configuration
packet issued to the function 31 included in the I/O resource
3 assigned to the host 1. Moreover, data necessary to write
entry of the host mapping table 2432 of the 1/O data storage
section 243 is extracted from the configuration access of the
host, and then the entry is formed (step S406).

FIG. 7 is a diagram illustrating an operation performed
when the I/O packet other than the configuration packet is
transmitted to the I/O resource 3 by the host 1. In response to
acommand of software program operating on the CPU 11, the
route complex 12, transmits the I/O packet to the function 31
of the 1/O resource 3 assigned to the host 1 (S501). The
upstream PCI express-network bridge 21 receives the 1/O
packet issued by the route complex 12, encapsulates the I/O
packet by using a network address of the downstream PCI
express-network bridge 25 connected to the 1/O resource 3,
and transmits it to the network switch 22 (step S502). The
network switch 22 transfers the network packet obtained by
encapsulating the I/O packet to the multi-route connection
bridge 24 (step S503).

The packet transferring section 241 receives the network
packet obtained by encapsulating the /O packet, and swaps
the transmission source address of the network packet indi-
cating the host 1 to the network address of the multi-route
connection bridge 24 (step S504). The packet transferring
section 241 also searches the host mapping table 2432 corre-
sponding to the transmission host, and swaps the transmission
source address of the I/O packet from the ID number of the
route complex 12 in the host-side address space 14 of the host
1 to the ID number of the route complex 12 in the I/O resource
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address space 32 of the I/O resource 3. Moreover, when the
destination address of the I/O packet is expressed by the ID
number, the packet transferring section 241 swaps the desti-
nation address of the I/O packet from the ID number of the
function 31 in the address space of the host 1 to the ID number
of'the function 31 in the /O resource address space 32 of the
10 resource 3. On the other hand, when the destination
address of the I/O packet is expressed by the memory space,
the packet transferring section 241 swaps the destination
address ofthe I/O packet to (destination memory-Mem lower
limit IxR+Mem lower limit IxI). Symbol x here is a value for
the host 1 which is expressed in any of 1-N and which has
transmitted the /O packet. Next, the packet transferring sec-
tion 241 transmits the network packet to the downstream PCI
express-network bridge 25.

The downstream PCI express-network bridge 25 decapsu-
lates the received packet to obtain the I/O packet (step S505),
and transmits the I/O packet to the 1/O resource 3. The func-
tion 31 of the I/O resource 3 receives the I/O packet transmit-
ted by the host 1 assigned with the function 31.

FIG. 8 is a diagram illustrating operation performed when
the I/O packet is transmitted from the 1/O resource 3 to the
host 1. The function 31 of the I/O resource 3 transmits the /O
packet to the host 1 assigned with this function 31 (step S601).
The downstream PCI express-network bridge 25 receives the
1/0 packet issued by the function 31, encapsulates the 1/O
packet by using the network address of the multi-route con-
nection bridge 24 as a destination address, and transmits it to
the multi-route connection bridge 24 (step S602).

The packet transferring section 241 receives the network
packet obtained by encapsulating the I/O packet, and swaps a
destination address of the network packet indicating the
multi-route connection bridge 24 to a network address of the
host 1 as a destination of the /O packet (step S603). The
network address of the host 1 as the destination of the 1/O
packet s searched in the target host search table 2431 by using
as a key a transmission source function number written in the
1/0 packet encapsulated to the network packet. The packet
transferring section 241 also searches the host mapping table
2432 corresponding to the destination host, and swaps the
transmission source address of the 1/O packet from the ID
number of the function 31 in the I/O resource address space
32 of'the I/O resource 3 to the ID number of the function 31
in the host-side address space 14 of the host 1. Moreover,
when the destination address ofthe I/O packet is expressed by
the ID number, the packet transferring section 241 swaps the
destination address of the I/O packet from the ID number of
the route complex 12 in the I/O resource address space 32 of
the 1/O resource 3 to the ID number of the route complex 12
in the host-side address space 14 of the host 1. On the other
hand, when the destination address of the I/O packet is
expressed by the memory space, the packet transferring sec-
tion 241 swaps the destination address of the 1/O packet to
(destination memory—-Mem lower limit IxI+Mem lower limit
IxR). Symbol x here is a value for the host 1 which is
expressed in any of 1-N and to which the I/O packet is des-
tined. Next, the packet transferring section 241 transmits the
network packet to the network switch 22.

The network switch 22 transfers the network packet
obtained by encapsulating the /O packet, to the upstream PCI
express-network bridge 21 (step S604).

The upstream PCI express-network bridge 21 decapsulates
the received packet to obtain the I/O packet (step S605) and
transmits the I/O packet to the route complex 12. The route
complex 12 receives the 1/0 packet issued by the function 31
assigned to the host 1 (step S606).
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The present embodiment described here refers to a case
where there is one network switch 22, but there is no limit on
the number of network switches 22 connected between the
upstream PCI express-network bridges 21 and the multi-route
connection bridge 24. Moreover, another network switch 22
may be connected between the multi-route connection bridge
24 and the downstream PCI express-network bridge 25.

Moreover, the present embodiment described here refers to
a case where there is one I/O resource 3, but there is no limit
on the number of I/O resources 3 simultaneously shared by
the plurality of hosts 1. The plurality of I/O resources 3 may
be connected by using the network switch 22.

Moreover, the present embodiment described here refers to
acase where the first function 31-1to the N function 31-N of
the I/O resource are respectively assigned to the first host 1-1
to the N host 1-N, but the functions 31 and the hosts 1 may
be freely combined together. Moreover, there may be a host 1
assigned with a plurality of functions 31 and a host 1 not
assigned with the function 31. The number of functions 31
held by the I/O resource 3 may be different from the number
ofhosts 1.

As described above, in the first embodiment, the multi-
route connection bridge connects the downstream PCI
express-network bridge, originally connected to one
upstream PCI express-network bridge, to a plurality of
upstream PCI express-network bridges, and assigns 1/O
resource capability to each host in units of function.

Thus, the multi-route connection bridge provides a quasi-
state that all the network packets transmitted by the respective
hosts are transmitted from the multi-route connection bridge,
and also swaps the destination address of the network packet
transmitted by the downstream PCI express-network bridge
from the multi-route connection bridge to the network
addresses of the respective hosts. On the other hand, the
multi-route connection bridge previously configures the I/O
resource and maps configuration data to the configuration
given to the I/O resource by each host. Then, the multi-route
connection bridge swaps, by using the mapping data, data
written in the header of the I/O packet transmitted between
the host and 1/O. Consequently, the I/O capability is assigned
to each host in units of functions, so that the I/O resource can
be simultaneously shared by the plurality of hosts.

Next, a second embodiment of the present invention will be
described with reference to the drawings. FIG. 9 is a block
diagram showing configuration of the second embodiment of
the present invention. Referring to FIG. 9, the I/O bus system
10 according to the second embodiment of the present inven-
tion is different in a point that the PCI express switch 2 in the
first embodiment shown in FIG. 3 includes a multi-route
connection bridge 41.

The multi-route connection bridge 41 in the second
embodiment includes: a processor 411 performing process-
ing on a network packet obtained by encapsulating an /O
packet; and a memory 412 holding a program for the packet
processing and configuration data of the /O bus system 10.

The memory 412 includes: a multi-route connection bridge
program 4121 that make the processor 411 perform functions
of'the packet transferring section 241 and the 1/O configuring
section 242 in the first embodiment; an 1/O data storage
section 4122 that holds the same data as that of the I/O data
storage section 243; downstream PCI express-network bridge
register data storage sections 4123 that hold the same data as
that of the downstream PCI express-network bridge quasi-
registers 244; and I/O function register data storage sections
4124 that hold the same data as that of the I/O function
quasi-registers 245.
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The multi-route connection bridge program 4121 is read by
the processor 411, and makes the processor 411 perform the
functions of the packet transferring section 241 and the 1/O
configuring section 242 in the first embodiment. At this time,
access to the /O data storage section 243, the downstream
PCI express network bridge quasi-registers 244, and the /O
function quasi-registers 245 in the first embodiment occurs to
a corresponding address in the I/O data storage section 4122,
the downstream PCI express-network bridge register data
storage sections 4123, and the [/O function register data stor-
age sections 4124 held by the memory 412.

In the second embodiment of the present invention, by
using the program held by the memory, the processor is made
to perform the same functions as those of the multi-route
connection bridge in the first embodiment. Consequently,
without developing special hardware, the designed program
can be operated on a general-purpose processor, to achieve
simultaneous I/O sharing by the plurality of hosts.

The embodiments of the present invention have been
described in detail above. The present invention is not limited
to the embodiments described above, and various modifica-
tions can be made without departing from the spirits of the
present invention. Moreover, the present invention can be
applied to I/O device sharing between a plurality of comput-
ers or data processors including CPUs, in a computer device,
a network device, an industrial device, or a consumer device.

The /O bus system described above has a feature in that the
network address described in the network packet is swapped
and the single downstream PCI express-network bridge is
connected with the plurality of upstream PCI express-net-
work bridges.

In other words, the I/O bus system described above is
characterized by swapping the transmission source address of
the network packet transmitted by the upstream PCI express-
network bridge to the network address of the bridge relaying
the connection and then transmitting it to the downstream PCI
express-network bridge, and swapping the transmission
source address of the network packet transmitted by this
downstream PCI express-network bridge from the network
address of the bridge relaying the connection to the network
address ofthis upstream PCI express-network bridge and then
transmitting it to this upstream PCI express-network bridge.

Moreover, the I/O bus system is characterized by previ-
ously configuring the I/O resource and mapping the 1/O
resource to the configuration performed by the hosts in units
of functions.

The I/O bus system is characterized by previously config-
uring the 1/O resource, storing the configuration data given to
the 1/O resource by the host, storing the mapping data of the
configuration data of the 1/O resource and the configuration
data given to this /O resource by the host, and with reference
to the stored mapping data, swapping the address described in
the header of the /O packet transmitted and received between
the host and the I/O resource.

Moreover, the 1/O bus system control program indicating
procedures for operating the I/O bus system described above
can be stored in a predetermined recording medium. In this
case, the I/O bus system control program recording medium
storing the I/O bus system control program stores an /O bus
system control program indicating procedures for realizing
operation including steps of: connecting the plurality of
upstream PCI express-network bridges with the plurality of
hosts respectively; connecting the single downstream PCI
express-network bridge to the I/O resource; and swapping,
between the upstream PCI express-network bridges and the
downstream PCI express-network bridge, the network
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address written in the network packet transferred between the
plurality of hosts and the 1/O resource.

The I/O bus system control program recording medium
stores an I/0 bus system control program characterized in that
the step of swapping includes steps of: swapping the trans-
mission source address of the network packet transmitted by
the upstream PCI express-network bridge to the network
address of the bridge relaying the connection and then trans-
mitting it to the downstream PCI express-network bridge; and
swapping the transmission destination address of the network
packet transmitted by this downstream PCI express-network
bridge from the network address of the bridge relaying the
connection to the network address of this upstream PCI
express-network bridge and then transmitting it to this
upstream PCI express-network bridge.

The I/O bus system control program recording medium
further stores an /O bus system control program indicating
procedures for realizing operation including a step of previ-
ously configuring the I/O resource and mapping the 1/O
resource for the configuration performed by the host in units
of functions.

The I/O bus system control recording medium stores an I/O
bus system control program, wherein the mapping process
includes steps of: previously configuring the I/O resource;
storing the configuration data given to the I/O resource by the
host; and storing the mapping data of the configuration data of
the I/O resource and the configuration data given to the I/O
resource by the host; and the swapping step includes a step of
swapping, with reference to the stored mapping data, the
address described in the header of the /O packet transmitted
and received between the host and the I/O resource.

The I/O bus system control program recording medium
stores an I/O bus system control program indicating proce-
dures for realizing operation including a step of storing the
host assigned with the function of the I/O resource. Here, the
1/0 bus system control program recording medium stores an
1/O bus system control program characterized in that the
configuring step previously configures the I/O resource and
the downstream PCI express network bridge and the swap-
ping step includes a step of swapping, with reference to the
stored data related to the host assigned with the function of the
1/O resource, the network address of the network packet
obtained by encapsulating the I/O packet and swapping, with
reference to the stored mapping data of the configuration data,
the address of the I/O packet encapsulated to the network
packet.

The I/O bus system control program recording medium
stores an I/0 bus system control program characterized in that
the network address swapping is swapping the transmission
source address of the network packet transmitted by the
upstream PCI express-network bridge to the network address
of'the bridge relaying the connection and swapping the trans-
mission source address of the network packet transmitted by
the downstream PCI express-network bridge from the net-
work address of the bridge relaying the connection to the
network address of the upstream PCI express-network bridge.

The I/O bus system control program recording medium
stores an I/O bus system control program indicating proce-
dures for realizing operation including a step of causing the
processor to perform processing of changing, by the control
packet, the capability of the I/O resource assigned to the host.

The I/O bus system control program recording medium
stores an I/0 bus system control program characterized in that
the swapping of the address of the /O packet is targeted on the
memory space and the ID number described in the [/O packet.

Those skilled in the art can easily make various modifica-
tions to the embodiments described above. Therefore, the
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invention is not limited to the embodiments described above,
and can be interpreted in a widest range provided by claims
and the like.

14
to said /O resource by said host and swaps the address
of'the I/O packet encapsulated in the network packet.
2. The 1/O bus system according to claim 1, wherein said

The invention claimed is:

1. An I/O bus system comprising:

upstream PCI express-network bridges connected with a
plurality of hosts, respectively;

a single downstream PCI express-network bridge con-
nected an I/O resource; and

a connection bridge arranged between said upstream PCI
express-network bridges and said downstream PCI
express-network bridge, and configured to swap a net-
work address written in a network packet transmitted
between each of said plurality of hosts and said 1/O
resource,

wherein said connection bridge configures said /O
resource before said /O resource is assigned to a host
and before said 1/O resource is used by the host by:
storing configuration data given to said I/O resource by

5
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connection bridge:
swaps the transmission source address of the network
packet transmitted by said upstream PCI express-net-
work bridge to a network address of said connection
bridge, and

swaps the transmission destination address of the network

packet transmitted by said downstream PCI express-
network bridge from the network address of said con-
nection bridge to a network address of said upstream PCI
express-network bridge.

3. The I/O bus system according to claim 2, wherein the
function of said I/O resource to be assigned to said host is
changeable by a control packet.

4. The 1/O bus system according to claim 3, wherein the
swapping of the address of the I/O packet is performed on a
memory space and an ID number written in the /O packet.

5. A I/O bus system control method comprising:

20 . . .
said host in a configuration data storage section; connecting a IthSt Y{v%h.znetwork by using an upstream PCI
- . - : express-network bridge;
storing mapping data of /O configuration data of said conngctin an I/O resougrc,e with said network by using a
1/0 resource and the configuration data given to said p) tg PCI work bridee: M &
1/O resource by said host: ownstream express-network bridge;
. o before said I/O resource is used by said host, configurin;
Swapping afl address written ina header gfan VO packet 5 said I/O resource and said dogvnstream PCI exg ress%
transmitted and received between said 1/O resource work bridee: P
and said host by referring to the mapping data; network bridge, . .
swapping a transmission source address of a network stonp(igllc or;ﬁguratlon data given to said IO resource by
packet transmitted from one of said upstream PCI saidhost, . . .
express-network bridges to a network address of a 5, stor}ng %a;l(;ndlcatmg §a1d h.OSt tg which one of functions
bridee relavi tion to t it to said down- of sai resource is assigned;
s trrl eagérscaly E:I:(%)?ecszflrlll;zvglli griglgem;l do sacdown storing mapping data of I/O configuration data of said I/O
swapping a transmission destination address of a net- resource ,;m d t.l(liehcoil.ﬁguratlon data given to said /O
work packet transmitted by said downstream PCI resource by said host, .

: swapping a network address of a network packet obtained
ffgrii?&;Z?Z{fy?;;d%ﬁjmc?nﬁfcgg??ék aa ds;fvsvsoﬁf 33 thlilc))uggh encapsulating an I/O packet bypreferring to the
address of an upstream PCI express-network bridge to data 1ndlc.at1ng.sa1ddhost 50 which the function of the I/O
: - d " PCI -network resource is assigned; an
JEE;?I o sald upstreatt express-fietwor swapping an address of the I/O packet encapsulated into

previously configuring said I/O resource to have func- ,, the network packet by referring to the mapping data.

tions, and mapping said I/O resource to configuration
by said host in units of said functions; and
a function assignment storage section configured to store
data indicating said host to which one of functions of
said I/O resource is assigned,

6. The /O bus system control method according to claim 5,
wherein said swapping a network address comprises:
swapping a transmission source address of a network
packet transmitted by said upstream PCI express-net-
work bridge to a network address of'a bridge for relaying

. : : 43 a connection;
wherein one of said upstream PCI express-network bridges . > .
connects said host with a network, wherein said down- swapping a transmission des.tlnatlon address of a network
stream PCI express-network bridge connects said 1/O packet trapsmltted by said downstream PCI CXpress-
resource with said network network bridge from the network address of said bridge
wherein said connection b;i dge configures said 1/O for relaying the connection to a network address of said

resource and said downstream PCI express-network
bridge previously, and
wherein said connection bridge:

refers to said function assignment storage section and
swaps the network address of the network packet
obtained by encapsulating the I/O packet transmitted
between said host and said I/O resource, and

refers to the mapping data of the 1/O configuration data
of said I/O resource and the configuration data given

upstream PCI express-network bridge.
7. The I/O bus system control method according to claim 6,
further comprising:
changing the function of said I/O resource to be assigned to
said host with a control packet.
8. The I/O bus system control method according to claim 7,
wherein said swapping an address of the I/O packet is per-
formed based on a memory and an ID number.

#* #* #* #* #*



